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The discrepancy between two binary images is traditionally measured by either the ‘statistical’ misclassification error rate, or by Pratt’s [1] Figure Of Merit. We discuss weaknesses of these measures, and introduce an improved metric $\Delta$ which has both a theoretical basis [2] and intuitive appeal. The error measures are compared on artificial data and on the standard chessboard test for edge detectors.

1 Introduction

A numerical measure of the discrepancy between two binary images is important in studying the performance of image processing algorithms for applications such as edge detection in computer vision, and classification/segmentation in remote sensing. This paper introduces a new error metric for binary images, defined as the $p$-th order mean difference between thresholded distance transforms of the two images. This has a theoretical justification related to topological ideas in mathematical morphology [14, 27, 39] and random set theory [24, 29, 45, 50]. It also has some intuitive interpretations.

Theoretical development of the metric will be presented in a separate paper [2] (an earlier unsuccessful attempt was in [3]). The theory is also applicable to grey-level images, but here we describe only the implementation for binary images and compare it with standard measures such as the misclassification error rate and Pratt’s [1, 31] figure of merit.

2 Notation

Let \( X \) denote the pixel raster, assumed to be a finite set. A binary image is a function \( b(x) \) of pixel \( x \in X \) with values \( b(x) = 0 \) or 1. The value 1 will be interpreted as logical 'true' and displayed as black.

Of course, a binary image \( b \) can be identified with a subset \( B \subseteq X \) by \( B = \{ x \in X : b(x) = 1 \} \) and we shall do this without further mention. Useful set notation includes the set minus operator, \( B \setminus A = \{ x \in B : x \notin A \} \), and the set difference operator \( A \Delta B = (A \setminus B) \cup (B \setminus A) \), the latter corresponding to exclusive-or. We will write \( n(B) \) for the number of pixels in \( B \).

3 Existing error measures and their problems

Error measures are frequently used in the design of algorithms for segmentation and classification (particularly for land cover type classification in remote sensing) \[3, 7, 8, 25, 28, 33, 42, 43, 44, 47, 49\] and edge detection in computer vision \[1, 10, 19, 20, 22, 23, 30, 31, 46, 48\]. Important general principles for error measurement were enunciated by Canny [10] in the context of edge detection. He argued that a good edge filter should exhibit

1. good detection: low probability of failing to detect an edge, and low probability of incorrectly labelling a background pixel as an edge;

2. good localization: points identified as edge pixels should be as close as possible to the centre of the true edge;

3. unicity: there should be only one response to a single edge.

Canny showed that there is an uncertainty principle balancing good detection against good localization: optimal edge filtering involves a tradeoff between these two criteria.

Error measures for detection and localization were surveyed by Peli & Malah [30] and van Vliet et al [48]; we will now study them.

3.1 Detection performance ("statistical") measures

These measures report the frequency of incorrect classification for individual pixels. Let \( A \) be the "true" binary image and \( B \) the putative or "estimated" image. Pixels that belong to \( B \) but not \( A \) will be called false positives or Type I errors; pixels that belong to \( A \) but
not \( B \) will be called false negatives or Type II errors. The type I error rate is

\[
\alpha(A, B) = \frac{n(B \setminus A)}{n(X \setminus A)}
\]

and the type II error rate

\[
\beta(A, B) = \frac{n(A \setminus B)}{n(A)}
\]

where again \( n(A) = \text{number of pixels in } A \). Note that these rates are relative to pixels of a particular class in the true image. Derived quantities discussed in [30] are the binary noise-to-signal ratio

\[
NSR = \frac{n(B \setminus A)}{n(B \cap A)} = \frac{\alpha}{1 - \beta} \frac{1}{r}
\]

where \( r = n(A)/n(X) \) is the area fraction of ideal edge pixels; and the “mean width of the detected edge”

\[
\frac{n(B)}{n(A)} = 1 - \beta + \alpha \frac{1 - r}{r}
\]

appropriate when \( B \supseteq A \). Fram & Deutsch [12, 15] used combinations of row-wise and column-wise error rates (applicable for straight edges only).

Recent statistical research on classification and segmentation algorithms [7, 8, 17, 18, 25, 28, 33, 32] almost exclusively uses the pixel misclassification error rate

\[
\epsilon(a, b) = \frac{n\{x : a(x) \neq b(x)\}}{n(X)}
\]

where the pixel values \( a(x), b(x) \) are arbitrary (e.g. labels, grey values). For binary images, this reduces to

\[
\epsilon(A, B) = \frac{n(A \triangle B)}{n(X)} = \alpha(1 - r) + \beta r.
\]

Misclassification error \( \epsilon \) has some theoretical advantages over \( \alpha \) and \( \beta \) because it is symmetric in \( A \) and \( B \), and does not call for normalisation with respect to the true image \( A \). It is a special case of of the \( L^1 \) metric or mean absolute error favoured in recent developments [16, 26]. On the other hand, \( \alpha \) and \( \beta \) can be more informative and understandable.

If the objective of classification or segmentation is merely to estimate the number of pixels of each class, then \( \epsilon, \alpha, \beta \) are reasonable measures of error. Note that the mean value of \( \epsilon(A, B) \) under some stochastic model equals the average over all pixels \( x \) of the disagreement probability \( \mathbb{P}\{a(x) \neq b(x)\} \); similar statements hold for \( \alpha \) and \( \beta \). In this sense \( \epsilon, \alpha, \beta \) deserve to be called ‘statistical’ measures.

However, if the objective is to produce an image (say, a map of land tenure, or an edge image), then it is widely acknowledged [8, p.299], [33, pages 97,110], [40, 41, 42] that pixel misclassification errors are a poor measure of reconstruction fidelity. Discrepancies between \( A \) and \( B \) are measured by the number of disagreements, regardless of the pattern.
Errors such as the displacement of a boundary, that affect a large number of pixels but do not severely affect ‘shape’, are given high values by $\epsilon$, while errors such as the deletion of a spike or filling-in of holes, that involve only a small number of pixels but severely affect ‘shape’, have low $\epsilon$ values. An example of an effect which is not well detected by $\epsilon$, $\alpha$, $\beta$ is the over-smoothing of segmented images by iterative algorithms such as ICM and deterministic and stochastic relaxation [8, discussion], [17, 33, 32]. These comments support Canny’s observations.

### 3.2 Localization performance (“distance”) measures

We now assume that the distance $\rho(x,y)$ between any two pixels $x, y \in X$ has been defined and satisfies the formal axioms of a metric (see §4). Let $d(x,A)$ denote the shortest distance from pixel $x \in X$ to $A \subseteq X$:

$$d(x,A) = \inf \{ \rho(x,a) : a \in A \}$$

with $d(x,\emptyset) \equiv \infty$. For standard pixel distance metrics $\rho$ on a rectangular or hexagonal grid $X$, the function $d(\cdot,A)$ can be computed rapidly by the distance transform algorithm [9, 35, 36].

Measures of localization performance discussed by Peli and Malah [30] were the mean error distance

$$\bar{\epsilon} = \frac{1}{n(B)} \sum_{x \in B} d(x,A),$$

the mean square error distance

$$\bar{\epsilon}^2 = \frac{1}{n(B)} \sum_{x \in B} d(x,A)^2$$

and Pratt’s [1, 31] “figure of merit”

$$\text{FOM}(A,B) = \frac{1}{\max\{n(A),n(B)\}} \sum_{x \in B} \frac{1}{1 + \alpha d(x,A)^2}$$

(1)

where $\alpha$ is a scaling constant, usually set to $1/9$ when $\rho$ is normalized so that the smallest nonzero distance between pixel neighbours equals 1. Here $A$ is the true image and $B$ the estimated image; note that $\text{FOM}(A,B) \neq \text{FOM}(B,A)$.

FOM is the most popular of these and is widely used [1, 4, 19, 30, 31]. The author is not aware of any theoretical justification for it, however. FOM can be appreciated as a kind of average localization error for the type I errors only. The normalization is designed so that $0 < \text{FOM}(A,B) \leq 1$ and $\text{FOM}(A,B) = 1$ iff $A = B$.

The following criticisms should be recorded:
1. FOM is not sensitive to type II errors, except indirectly through the normalising factor in (1). For example if there are no type I errors, \( B \subseteq A \), then \( \text{FOM}(A, B) = n(B)/n(A) = 1 - \beta \) regardless of the positions of the type II errors.

2. FOM is not sensitive to the pattern of error pixels, since it is the average of a function \( f(x, A) \) over all type I error pixels \( x \). A dramatic example, found by Peli and Malah [30], is shown in Figure 1. If the upper image is taken as the true image \( A \), then the two lower images \( B_1, B_2 \) have the same FOM values, \( \text{FOM}(A, B_1) = \text{FOM}(A, B_2) \). Indeed they also have the same values of \( \alpha, \beta \) and \( \epsilon \).

3. Peli and Malah [30] and van Vliet et al [48] observed cases where FOM was large, but the visual quality was bad. When FOM was used as a criterion for choosing parameter values in edge detection algorithms [48, p. 186 and section 6] in the case of the classical Laplacian operator the FOM-optimal images often had large sections of the true contour missing and there were high-frequency oscillations around the true contour. This behaviour can be explained by noticing that for \( x \notin A \cup B \) we have \( \text{FOM}(A, B \cup \{x\}) < \text{FOM}(A, B) \) if and only if \( d(x, A) > \alpha^{-1/2} \left( \text{FOM}(A, B)^{-1} - 1 \right)^{1/2} \). If \( \text{FOM}(A, B) > 0.9 \) and \( \alpha = 1/9 \) then this happens whenever \( d(x, A) \geq 1 \). That is, when FOM is large, it will always prefer to commit a type II error than a type I error, however innocuous.

4. The same criticisms apply to \( \bar{c} \) and \( \bar{e^2} \); these have the additional disadvantage that they are highly sensitive to background noise. If the error image \( B \) contains even one single pixel \( x \) far distant from \( A \), its distance value will drastically elevate the mean distance. This is connected with the statistical phenomenon of non-robustness of the arithmetic mean.

FOM seems difficult to interpret because of the normalisation by a variable denominator \( \max \{n(A), n(B)\} \). For example it is not clear how to compare \( \text{FOM}(A, B) \) for fixed \( A \) and different \( B \) if \( n(B) > n(A) \). Peli and Malah concluded that FOM sometimes gives insufficient information and that a better measure is needed.

### 3.3 Hausdorff metric

Define the Hausdorff distance between two subsets \( A, B \subseteq X \) by

\[
H(A, B) = \max \left\{ \sup_{x \in A} d(x, B), \sup_{x \in B} d(x, A) \right\}
\]

(2)

using the pixel distance metric \( \rho \) and distance transform \( d(\cdot, A) \) as above. Thus \( H(A, B) \) is the maximum distance from a point in one set to the nearest point in the other set.
For the empty set $\emptyset$ put $H(\emptyset, \emptyset) = 0$ and $H(\emptyset, B) = H(B, \emptyset) = \infty$ for $B \neq \emptyset$.

The Hausdorff distance is theoretically interesting and important. It is a metric (see §4) on the class of all subsets of $X$ if $X$ is finite, or all compact sets in $X = \mathbb{R}^d$. It has natural connections with the basic operations of mathematical morphology and stochastic geometry. It generates the myopic topology for compact sets in $\mathbb{R}^d$ and a modification generates the hit-or-miss topology for closed sets in $\mathbb{R}^d$. For explanation and discussion see [39, pp. 63-92]; for proofs [27, p. 15], [51, thm 3.1], [5, 6, 11]. The discussion in [39] makes it clear that continuity with respect to $H$ is a very desirable property for image processing algorithms.

However $H$ is never used in practice (to the author’s knowledge) as an error measure for images. It has been used to measure differences of sets in functional analysis [37, 38].

The problem is that $H$ is painfully sensitive to noise. A single error pixel can cause elevation of $H$ to its maximum possible value, because of the supremum in the definition (2). Another aspect of this is the “minimax property”

$$H \left( \bigcup_{i=1}^{n} A_i , \bigcup_{j=1}^{m} B_j \right) = \max \left\{ \max_{i} \min_{j} H(A_i, B_j) , \max_{j} \min_{i} H(A_i, B_j) \right\}$$

The Hausdorff metric is therefore so unstable as to be unusable in this context.

4 On the selection of metrics

This section records some general principles about the construction and selection of error measures. We take stock of the problems encountered in section 3 and suggest solutions.
4.1 Properties required

It was argued in [3] that there are at least three separate uses for error measures: they may provide

(a) a theoretical framework for deriving ‘optimal’ algorithms;

(b) a numerical benchmark for quantifying the performance of an algorithm in a computer experiment;

(c) a measure of achieved quality.

Here we are interested in (a)–(b), which call for direct comparison of the ‘true’ image A with the image B resulting from the algorithm. Thus the desired error measure is a quantity $\Delta(A, B) \geq 0$ defined for binary images $A, B$. We argue that $\Delta$ should satisfy the axioms of a metric:

- $\Delta(A, B) = 0$ if and only if $A = B$;
- symmetry: $\Delta(A, B) = \Delta(B, A)$;
- triangle inequality: $\Delta(A, B) \leq \Delta(A, C) + \Delta(C, B)$.

See, e.g. [13, chap. XI] for theory, and [39, p.72ff] for a discussion in the context of image processing. The metric property is theoretically important because it generates a topology that defines notions of continuity and convergence. That is, a topology allows us to make sense of statements like “when $B$ is close to $A$ then $f(B)$ is close to $f(A)$” for some derived property $f(A)$ of image $A$.

A metric is desirable for theoretical optimality (a); optimal Wiener filtering theory [21, 34, 52] is based on the $L^2$ or root-mean-square metric. However, for practical experiments (b), the metric properties are arguable. The symmetry axiom implies equal treatment of type I and type II errors. The triangle inequality effectively means we cannot normalise the error $\Delta(A, B)$ by some measure of the size of $A$ or $B$ (as done in the construction of FOM, $\alpha$, $\beta$ but not $\epsilon$). Yet these objections would be unimportant if one could find a metric that behaved well in practical experiments (b).

Note that a metric is a specific numerical measure of the ‘closeness’ of images $A, B$, while a topology merely determines which functionals $f$ will be continuous, i.e. satisfy statements “when $B$ is close to $A$, then $f(B)$ is close to $f(A)$”. A metric generates a topology; two different metrics may generate the same topology. The most natural procedure is to first decide which functionals $f$ should be continuous in the topology; this determines the topology; then to choose a metric that generates that topology.
It is also important to distinguish topologies and uniformities [13, 200–204] (not mentioned in [27, 39]). A functional \( f \) is uniformly continuous with respect to \( \Delta \) if we can guarantee \( |f(B) - f(A)| < \epsilon \) for a given tolerance \( \epsilon \) by requiring \( \Delta(A, B) < s \) where \( s \) depends only on \( \epsilon \). Two metrics may generate the same topology, yet not generate the same uniformity. Many of the criticisms of specific metrics in section 3 were related to the uniformity generated by the metric. One can change a metric so as to preserve the desired topology but change the undesired uniformity.

### 4.2 Tempering distances

Problems with over-sensitivity to large error distances in a few pixels, noted in 3.2 and 3.3, are really associated with values of the pixel distance \( \rho \). This can be moderated by transforming \( \rho \).

**Lemma 1** Let \( w \) be any continuous function on \([0, \infty]\) that is concave

\[
w(s + t) \leq w(s) + w(t)
\]

and strictly increasing at 0,

\[
w(t) = 0 \iff t = 0.
\]

If \( \rho \) is a pixel distance metric on \( X \), then so is \( \tau = w \circ \rho \), i.e. the metric

\[
\tau(x, y) = w(\rho(x, y)).
\]  

The metrics \( \tau \) and \( \rho \) generate the same topology and the same uniformity.

Examples include

\[
w(t) = \frac{t}{1 + t} \quad (4)
\]
\[
w(t) = \tan^{-1}(t) \quad (5)
\]
\[
w(t) = \min\{t, c\} \quad (6)
\]

for a fixed \( c > 0 \). These examples transform an unbounded metric to a bounded one. Choice (6) corresponds to “giving up” distance measurement beyond a cutoff distance \( c \).

The effect of the transform \( (3) \) on the Hausdorff metric \( H \) is particularly simple: the function \( w \) is just applied to the result of \( H \).

**Lemma 2** Let \( w \) be a concave function as above. If \( H_\rho \) denotes the Hausdorff metric defined by a pixel distance metric \( \rho \), then \( H_{w \circ \rho} = w \circ H_\rho \), i.e.

\[
H_\tau(A, B) = w(H_\rho(A, B))
\]  

where \( \tau = w \circ \rho \).
The case (6) is special, for if we regard subsets \(A \subseteq X\) of a finite \(X\) as mass densities assigning mass \(c\) to each point in \(A\), then \(H_w\) is identical to the Lévy-Prohorov metric [2] for bounded measures, which plays an important role in probability theory.

Incidentally we note

\[
1 - \text{FOM}(A, B) = \frac{1}{\max\{n(A), n(B)\}} \sum_{x \in B} \frac{\alpha d(x, A)^2}{1 + \alpha d(x, A)^2}
\]

so that \(1 - \text{FOM}\) is interpretable as an average of transformed distance values, analogous to \(\bar{d}\). However the transform \(f(t) = \alpha t^2/(1 + \alpha t^2)\) is not concave, so FOM cannot be interpreted as the mean distance in a transformed pixel distance metric.

5 The new metric

We have seen that the Hausdorff metric has the right topological properties, but is far too sensitive because it is based on a supremum of distance values. Our idea is to replace this supremum by a mean or \(p\)-th order mean.

If we naively replace the sup and/or max in (2) by a \(p\)-th order mean, the result is not a metric. Intuitively this is because (as with FOM) the domain of averaging depends on the sets \(A, B\). The way out is indicated by the following observation:

**Lemma 3** For any \(\rho\) and for any \(A, B \subseteq X\)

\[
H(A, B) = \sup_{x \in X} |d(x, A) - d(x, B)|
\]

To prove this we notice that for \(x \in A\) the distance to \(A\) is zero so \(|d(x, A) - d(X, B)| = d(x, B)\). Similarly for \(x \in B\), so that \(\sup_{x \in X} |d(x, A) - d(x, B)| \geq H(A, B)\). For the converse we use the key property

\[
d(x, A) \leq \rho(x, y) + d(y, A).
\]

Fix \(x \in X\); then by definition of \(d(x, B)\) for any \(\epsilon > 0\) there must exist \(b \in B\) such that \(\rho(x, b) < d(x, B) + \epsilon\). Applying (9) gives \(d(x, A) \leq \rho(x, b) + d(b, A) < d(x, B) + d(b, A) + \epsilon\) so that \(d(x, A) - d(x, B) < d(b, A) + \epsilon\). Interchanging \(A, B\) and taking suprema we find \(\sup_{x \in X} |d(x, A) - d(x, B)| \leq H(A, B) + \epsilon\) and since \(\epsilon\) was arbitrary the result follows.

The idea is now to simply replace the supremum by an average.

**Definition 4** For \(1 \leq p < \infty\) define

\[
\Delta^p(A, B) = \left[\frac{1}{N} \sum_{x \in X} |d(x, A) - d(x, B)|^p \right]^{1/p}
\]

where \(N = n(X) = \text{total number of pixels in the raster}\).
It is obvious (see [2]) that $\Delta^p$ is an image metric.

The previous lemma holds also for the transformed metrics

$$H_w(A, B) = \sup_{x \in X} \left| w(d(x, A)) - w(d(x, B)) \right|$$

so we may more generally define

$$\Delta_w^p(A, B) = \left[ \frac{1}{N} \sum_{x \in X} \left| w(d(x, A)) - w(d(x, B)) \right|^p \right]^{1/p}$$

(11)

and for a concave continuous function $w$ which is strictly increasing at 0.

Implementation is straightforward: we apply the distance transform algorithm of Rosenfeld and Borgefors [9, 35, 36] to compute $d(\cdot, A)$ and $d(\cdot, B)$, transform the distance values by the function $w$, then take the $p$th order mean difference.

Intuitively $\Delta^p(A, B)$ measures the fidelity, or extent to which each image can be used as a ‘replacement’ for the other, in the sense that replacing $A$ by $B$ will disturb the scene (as expressed by the distance transform) by an amount given by $\Delta^p$.

Since $d(x, A) = 0$ for $x \in A$, the sum in (11) includes contributions $\sum_{x \in A} w(d(x, B))^p$ and $\sum_{x \in B} w(d(x, A))^p$ which are analogous to FOM as seen in (8). However, the sum in (11) also includes other terms for $x$ outside $A$ and $B$.

In applications we shall always use the cutoff transformation (6),

$$w(t) = \min\{t, c\}$$

for a fixed $c > 0$. In this case the contributions to the sum in (11) are zero for points $x$ further than $c$ units away from $A$ and $B$. This has the attractive property that the value of $\Delta^p(A, B)$ does not change if we change the grid size (embed $X$ in a larger space). The possible values of $\Delta^p(A, B)$ then range from 0 to $c$.

Parameters $c$ and $p$ determine the tradeoff between localization error and misclassification error. The value of $c$ controls scale: roughly speaking, a misclassification error is equivalent to an error in localization by distance $c$. For small $c$ the effect is similar to misclassification error; as $c \to 0$ on a discrete grid $\frac{1}{c} \Delta^c_w(A, B) \to c(A, B)^{1/p}$. The value of $p$ determines the relative importance of large localization errors. For large $p$ the effect is similar to the Hausdorff metric; $\Delta^\infty_w(A, B) = H_w(A, B)$.

Counterintuitively, the metric $\Delta^p$ is topologically equivalent to the Hausdorff metric [2].

**Lemma 5** If $X$ is a discrete raster, then any sequence of images $A_n$, $n = 1, 2, \ldots$ converges in the new metric, $\Delta^p_w(A_n, A) \to 0$, if and only if it converges in the Hausdorff metric, $H(A_n, A) \to 0$. 
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The reason is essentially that distance functions satisfy a Lipschitz property (9) ensuring that $L^p$ convergence is equivalent to $L^\infty$ convergence.

For continuous space $X$, theorems in [2, section 7] establish that the analogue of $\Delta^p_w$ with $w(t) = \min\{t, e\}$ is topologically equivalent to the Hausdorff metric. Under appropriate conditions $\Delta^p_w$ generates either the myopic topology or the hit-or-miss topology [27, 39].

6 Examples

Throughout this section we have compared the figure of merit FOM for $\alpha = 1/9$ with the $\Delta^2$ metric for cutoff $c = 5$.

6.1 Peli-Malah example

This example (Figure 1) yields a FOM value of 0.941 for both pictures $B_1, B_2$. The corresponding $\Delta$ values are 0.323 (left picture) and 0.512 (right picture).

6.2 Artificial data

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{image1}
\caption{Synthetic true image $A$}
\end{figure}

Figures 2–4 show synthetic images deviating in various ways from a straight edge. Table 1 reports the computed values of type I error $\alpha$, type II error $\beta$, Pratt’s figure of merit with $\alpha = 1/9$, and the $\Delta^2$ metric with cutoff distance 5.

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{image2}
\caption{Images gaps and lost}
\end{figure}
The most dramatic disagreement between these measures is for the gaps image, which scores a very bad grade in FOM, an indifferent grade in $\beta$, and scores better than all other images in $\Delta^2$. FOM gives roughly comparable, high scores to shift, bars, and bend, while $\Delta^2$ spreads them over a wide range.

<table>
<thead>
<tr>
<th>Image B</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>FOM</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gaps</td>
<td>0</td>
<td>0.313</td>
<td>0.688</td>
<td>0.149</td>
</tr>
<tr>
<td>lost</td>
<td>0</td>
<td>0.344</td>
<td>0.656</td>
<td>0.682</td>
</tr>
<tr>
<td>shift</td>
<td>0.011</td>
<td>0.344</td>
<td>0.966</td>
<td>0.319</td>
</tr>
<tr>
<td>bend</td>
<td>0.010</td>
<td>0.313</td>
<td>0.969</td>
<td>0.291</td>
</tr>
<tr>
<td>bars</td>
<td>0.010</td>
<td>0</td>
<td>0.952</td>
<td>0.463</td>
</tr>
</tbody>
</table>

Table 1: Error measures for the synthetic images

### 6.3 Edge detection

The next experiment is modelled on the standard edge detector test of Haralick [22] (see [20, 23, 48]) and compares optimality under FOM and under $\Delta_2$.

![Chessboard image with additive Gaussian noise (SNR = 2)](image)

Figure 5: Chessboard image with additive Gaussian noise (SNR = 2)
Figure 6: True edges of chessboard

Figure 7: FOM-optimal threshold (left) and $\Delta$-optimal threshold

Figure 5 shows the test image, a chessboard pattern with additive Gaussian noise at signal-to-noise ratio $2.0$. Figure 6 shows the true edge image, computed before adding the noise, and cropped from $256 \times 256$ pixels to $200 \times 200$ to standardise the image size for comparisons with filtered images.

The edge detector consisted of Gaussian smoothing with standard deviation $2.0$, followed by the classical 4-connected Laplacian, zero-crossing by thresholding and distance transform [48], then the Lee-Haralick morphological edge strength detector with a pseudocircular mask of size 3 [48] was applied to the smoothed data and the result multiplied by the zero-crossing image. The resulting image gives edge positions with edge strengths. We then thresholded this image at all possible levels to obtain binary images $B$, and compared $\text{FOM}(A,B)$ with $\Delta^2(A,B)$. The FOM parameter $\alpha$ was set to the usual $1/9$ and the cutoff parameter of $\Delta$ was $c = 5$.

Figure 7 shows the FOM-optimal and $\Delta$-optimal thresholded images, and Figure 8 the difference. The results are similar but the FOM optimal threshold value was higher; the lost pixels (Figure 8) have enlarged the gaps in the edge contour. This is consistent with our theoretical comments about FOM. The plot of FOM and $\Delta$ values in Figure 9 shows that FOM is almost indifferent to a wide range of thresholds, near its maximum.
Figure 8: Difference between FOM-optimal and $\Delta$-optimal thresholds

Figure 9: FOM and $\Delta^2$ errors for the thresholding experiment
Figure 10: Laplace edge detector with FOM-optimal (left) and $\Delta$-optimal smoothing.

Figure 11: FOM and $\Delta^2$ errors against smoothing parameter.
In the second part of this experiment we varied the standard deviation parameter $\sigma$ of the Gaussian smoothing, and fixed the final threshold level and all other parameters as described above. Again we used FOM and $\Delta^2$ to select optimal values of $\sigma$: the results are shown in Figure 10.

This time the differences are quite marked: FOM has chosen $\sigma = 2.32$ and $\Delta$ has chosen $\sigma = 2.08$. The plot of FOM and $\Delta$ values (Figure 11) again shows that FOM appears less sensitive than $\Delta$ to changes around its optimum. The FOM values for Figure 10 were 0.941 and 0.939; the corresponding $\Delta_2$ values were 0.663 and 0.617.
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